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Detecting Telecommunication Frauds by
Human-in-the-Loop Graph Neural Networks
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Abstract—With the development of the telecommunication industry, telecom fraud becomes a fast-growing criminal activity in recent
years, which significantly threatens the security of individual fortune and social wealth. Meanwhile, compared with other types of fraud,
telecom frauds are more difficult to be identified. Less than 5% of telecom fraud cases are closed in the real world. In this paper, we
aim to solve the challenging telecom problem of fraudster detection. And for that, we employ real-world telecommunication metadata
offered by China Telecom to observe characteristics of telecom frauds. According to the observations, we find that both personal
attributes (at node level) and call behaviors (at edge level) could provide useful and indispensable information. In addition, we find that
some frauds may disguise themselves to reduce their dubiety, which makes the task even more challenging.
Inspired by our empirical observations, we propose a novel model, graph neural networks for telecom fraud detection (GTF), to identify
telecom frauds. More specifically, we design a dual attention module to fuse both node-level information and edge-level information.
Existing GNNs estimate model parameters only to improve performance, but they fail to present an interpretable process that is
necessary for telecom fraud detection. To improve the interpretability of our model, we further propose a subgraph-level
human-in-the-loop based learning framework, where human annotators will guide the aggregation pattern of our model, enabling it to
be closer to human intuitions. Experimental results demonstrate that our proposed model achieves the best performance in telecom
fraudster detection tasks (e.g., at least +1.32 in terms of F1) compared with several state-of-the-art baselines. Moreover, we conduct
both user studies and case studies to illustrate the clear improvement of the interpretability of our model.

Index Terms—Telecom fraud, Graph neural network, Human-in-the-loop.
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1 INTRODUCTION

W ITH the development of the telecom industry and the
popularization of telecom equipment, telecom fraud

becomes a fast-growing criminal activity in recent years,
causing great damage to the global community. Millions of
people around the world suffer greatly from telecom fraud.
As reported in [1], the global economic losses caused by
telecom fraud amount to US$32.7 billion annually and are
on the rise. In 2021, China sees more than 2,700 telecom
fraud cases every day, with a loss of nearly 140 million
yuan1. In addition to huge economic losses, telecom fraud
could also cause severe psychological damage to the victims
and thus endanger their lives [2]. What makes it harder is
the fact that, compared with other types of frauds, telecom
fraudsters are more difficult to catch. According to real
statistics2, less than 5% of telecom fraud cases have been
closed.

Although it has caused great damage to our society,
few works have studied the problem of identifying telecom
frauds from the view of machine learning methodologies.
It is mainly due to the difficulty of capturing large-scale
mobile data in the real world and the limitation of existing
models. To narrow this gap, in this paper, we study a real-
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world dataset offered by China Telecom3, which consists of
around 9.6 million call logs spanning 30 days in Shanghai,
China. According to these call logs, we construct a mobile
communication network where nodes indicate users and
edges denote calling relationships among users. As for
modeling the constructed network, the rapidly developed
graph neural networks (GNNs) offer the opportunity for
effectively capturing structural features of network data by
proposing a recursive neighborhood aggregation scheme.
However, applying existing GNNs to the telecom fraud
detection task is still facing many challenges.

Firstly, most existing GNN models are not able to explic-
itly and effectively fuse both node features and edge fea-
tures in large-scale graphs. However, from the observation
results on the real telecommunication network (Sec. 3), we
find that both personal information (node features) and call
information (edge features) are indispensable in the process
of accurately identifying the telecom fraudsters. Thus, the
first challenge is how to improve GNN to make it able to
fully integrate node information and edge information.

Secondly, as we observed in Sec. 3, some telecom fraud-
sters may disguise themselves to reduce their dubiety. For
example, their personal information may be similar to that
of normal users, making it hard for GNNs to extract distin-
guishable features. Namely, a disguised fraudster may ag-
gregate information from his/her normal neighbors rather
than the fraudster’s neighbors, leading to an erroneous
prediction. Similar situations can be observed in the aspect
of call information: users with the same identity (fraud-

3. The largest fixed-line service and the third largest mobile telecom-
munication provider in China.
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Fig. 1: The overall structure of the proposed approach, with (a) the input telecommunication network, (b) the dual attention
module, and (c) the subgraph-level human-in-the-loop learning framework.

ster/normal) may have different calling behaviors. For ex-
ample, the calls between a normal user and a fraud share
the similar characteristic of low frequency with the calls
between two normal users who are unfamiliar with each
other. For a particular user, how to automatically identify
his or her distinguishable features that lurk in the neighbor
information and connected edges is challenging in this task.

Thirdly, telecom fraud detection requires interpretability
serving as necessary evidence for a conviction. However,
the traditional learning process of GNNs purely estimates
model parameters that achieve the best performance but
ignores the objective of being interpretable. Therefore, de-
signing an appropriate learning framework to make the pre-
diction results of GNNs interpretable is our third challenge.

To solve the above challenges, we propose a novel
model, graph neural network for telecom fraud detection (GTF),
to detect telecom fraudsters in a large-scale telecom net-
work. To fuse both user information and call information
(Figure 1(a)), we explicitly leverage both node aggregation
and edge aggregation and fuse the embedding from them
to form the prediction (Figure 1(b)). More specifically, to en-
code different node contexts in node aggregation and avoid
being misled by the disguised user information of fraud-
sters, we design a locality-aware node aggregation method
to learn the attention coefficient of neighbors according
to each ego-network respectively. As for the edge level
information, we design a mask attention edge aggregation
method to aggregate the representative edge information
and prevent the disguised call records from affecting the
aggregation process. Moreover, the existing GNNs estimate
model parameters only to improve performance, which fails
to present an interpretable process. In our scenario, we
propose to describe how our model makes an inference to
a user v’s identity by providing the subgraph of v’s ego-
network, which consists of nodes and edges that provide
effective information. However, without the guidance of
domain experts, one can hardly select understandable sub-
graphs. To solve this, we further propose a subgraph-level
human-in-the-loop learning framework (Figure 1(c)) to train
our model and improve its interpretability. Extensive exper-

imental results demonstrate a clear improvement has been
achieved compared with several state-of-the-art baselines,
and our contributions are summarized as follows:

(1) We conduct data analysis on the real-world telecom-
munication network provided by China Telecom, which
discloses the differences between fraudsters and normal
users from both node and edge level.

(2) We propose a graph neural network for telecom fraud
detection (GTF), which includes locality-aware node ag-
gregation and mask attention edge aggregation, to better
extract the distinguishable features and to avoid the influ-
ence of the disguise of fraudsters.

(3) We introduce a subgraph-level human-in-the-loop frame-
work to make the detection process interpretable, achiev-
ing a superior performance against all baseline methods.

2 PRELIMINARIES

Problem definition. Let V ∈ Rn be a set of users, and
E ∈ Rm be a set of calling relationships between users.
N (i) means neighbors of the user vi and N means neigh-
bors including himself. Each user vi ∈ V has personal
information that is denoted as xi ∈ X , and each calling
relationship ei ∈ E has calling information that is denoted
as si ∈ S. Meanwhile, each user in V has a label yi ∈ Y
denoting whether he is a fraudster (yi = 1), a normal user
(yi = 0), or an unknown user (yi =?). A mobile network
G = (V,E) can be constructed by users V and relations
E between users. In light of the above, we can define the
problem addressed in this paper as follows:
Definition 2.1. Telecom-fraud detection. Given a mobile com-

munication network G = (V,E) and an identity vector
Y with missing values. Our purpose is to infer the
missing values in Y , i.e., to find fraudsters that are
lurking among other users.

Data description. Our dataset consists of telecommunica-
tion records from September 1st to September 30th in 2016
provided by China Telecom, one of the major mobile service
providers in China. Each record contains the anonymous
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calling number, the anonymous called number, the starting
time, the ending time, etc. Since a user is limited to having
only one phone number of China Telecom, we regard a
phone number as a user. Meanwhile, We also have access
to some personal information such as gender, age, place
of birth, etc. of all phone number owners. The ground
truth for labeling a user as a fraudster or normal user is
derived from Baidu 4 and Qihoo 360 5 who collect abnormal
phone numbers based on reports from users. Specifically,
given a phone number, we can check whether the number
is abnormal according to the services provided by Baidu
and Qihoo 360. Because these services are obtained from a
large number of user feedback, the ground truth has high
confidence.

We build a directed graph (Chinatel) on these records
and personal information. Each node represents a user, and
each edge represents two users who have called at least
once. The feature of each node represents the user’s personal
information that has been processed by feature engineering.
Correspondingly, the feature of each edge is extracted from
all call logs between the two users. The overall statistics of
the dataset are summarized in Table 1. The features on the
graph are based on the user’s personal information and call
information, so the graph can be generalized to a generic
telecommunication network without the consideration of
the mobile operator’s influence to a certain extent.

Metric Statistics
#(users) 290499

#(calling relationships) 1575701
#(call logs) 9599878

#(user information) 261
#(calling features) 37

fraudster rate 4.9%

TABLE 1: Overall statistics of the datasets.

3 EMPIRICAL OBSERVATIONS

In this section, we observe the characteristics of fraudsters
and normal users through the real-world telecommunica-
tion network from two levels: (1) node level; (2) edge level.

3.1 Node Level
We first study the characteristics of fraudsters that distin-
guish them from normal users at the node level. We extract
the node level information of a user based on his ego-
network; the subgraph consists of a user and all his neigh-
bors. we analyze fraudsters by considering user degree,
user neighbor label similarity, and user neighbor feature
similarity.

User degree. User degree reflects how many users a user
talks to. To illustrate the difference between fraudsters and
normal users in the distribution of degree, we use Box-plot
to separately exhibit the 0.1, 0.25, 0.5, 0.75, and 0.9 quantiles
of user degree. As expected, Figure 2(a) shows that the de-
gree distribution of fraudsters is higher than that of normal
users. According to the calculation, the average degree of
fraudsters is 36.28, which is 4 times that of normal users.

4. http://www.baidu.com, one of the largest AI and Internet compa-
nies in the world.

5. http://www.360.com, a Chinese internet security company.

Moreover, different from normal users, fraudsters’ degree
distribution is not centralized. These results are consistent
with our recognition that fraudsters tend to call more people
to cheat for money while normal users mostly talk to a few
people they know.
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Fig. 2: Node level observation. We use Box-plot to separately
exhibit the quantiles of 0.1, 0.25, 0.5, 0.75, and 0.9. (a)
represents the degree distribution of normal users (N) and
fraudsters (F). (b) represents the distribution of neighbor label
similarity rate of normal users and fraudsters. (c) compares the
distribution of neighbor feature similarity rate between normal
users and fraudsters.
User neighbor label similarity. Social homophily suggests
that people tend to develop connections with those who
are similar to themselves [3]. To evaluate the neighbor
homophily of both fraudsters and normal users, We define
the neighbor label similarity rate |{j:j∈N (i)∧yi=yj}|

|N (i)| , which is
the fraction of neighbors that share the same label. Similarly,
we use Box-plot to exhibit the distribution of label similarity
rate for normal users and fraudsters respectively. According
to Figure 2(b), we observe that the rate of fraudsters is
much smaller than that of normal users. The median value
of the rate is close to 0 for fraudsters but close to 1 for
normal users. The result that normal users always have nor-
mal neighbors reflects the social homophily phenomenon.
However, contrary to this phenomenon, most fraudsters’
neighbors are also normal users. The reason is fraudsters,
the abnormal nodes in the telecommunication network, seek
to scam normal users.

User neighbor feature similarity. To find out whether
users with the same identity have similar attributes, we
analyze the neighbor feature similarity in the ego-network.
Here, we use cosine similarity to measure the similarity
of two users. Then, for each user, we get its neighbor
cosine similarity distribution. To reflect the distribution
numerically, we define neighbor feature similarity rate
as |{j:j∈N (i)∧yi=yj∧Rank(cos(xi,xj))<N}|

|{j:j∈N (i)}| , the fraction of the
number of same-label user neighbors whose cosine sim-
ilarity values are ranked in the top N among all neigh-
bors, where N is the number of same-label user neigh-
bors. Similarly, we use Box-plot to exhibit the distribution
of neighbor feature similarity rate for normal users and
fraudsters respectively. It is noted that a larger rate means
that neighbors with the same label are more similar to the
user among all neighbors. As Figure 2(c) shows, for normal
users, the distribution of neighbor feature similarity rate is
close to 1, that is, neighbors of normal users are similar
to them. For fraudsters, the distribution is like a standard
uniform distribution, that is, the similarity rate of different
fraudsters varies greatly. Some fraudsters are similar to their
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(a) distribution of the number of calls.

(b) distribution of average call duration.

(c) distribution of call types.

Fig. 3: The observation of edge level in Chinatel. We analyze
three types of attributes in call information. The blue distri-
bution represents normal users, and the orange distribution
represents fraudsters. Deep color means high proportion. The
green curve reflects the average value of each user in this
attribute. (a) shows the distribution of the number of calls; (b)
shows the distribution of average call duration; (c) shows the
distribution of call types.

fraudster neighbors, but some fraudsters are more similar
to their normal user neighbors. Normal users reasonably
have a high neighbor feature similarity rate because they
communicate with acquaintances. As for fraudsters, they
can disguise their personal information as normal users,
which may lead to the uniform distribution of neighbor
feature similarity rates.

3.2 Edge Level

To study whether edge-level information (call information)
is helpful to determine the identity of users, we analyze
three types of calling behavior attributes: the number of
calls, average call duration, and call types. These obser-
vations are shown by the distribution diagram in Figure
3, where the x-axis represents the attribute value and the
y-axis represents the user’s index. To better display the
distribution, we order users according to the mean value
of their attributes.

The number of calls. We count the number of calls made
by each user. Since the high number of calls is sparse, we set

a threshold, values above the threshold are regarded in the
same interval (>threshold). We set the threshold to 20. As
Figure 3(a) shows, the distribution of fraudsters is different
from that of normal users. For fraudsters, the number of
calls is clustered in an interval of less than 5. For normal
users, values are widely distributed. The difference can also
be seen in the average number of calls of each user, with the
average value of fraudsters and normal users exhibiting 3.59
and 9.29, respectively. This observation result is intuitive,
from which we can find fraudsters reasonably do not have
multiple calls with a single user while normal users tend to
communicate with certain acquaintances repeatedly.

Average call duration. We make statistics on the average
call duration between two users. Similar to the analysis of
the number of calls, we set a threshold to limit the discrete
long call duration within the interval (>threshold). The
threshold is set to 160. As Figure 3(b) shows, the distribution
of average call duration is different between fraudsters and
normal users. The average call duration of fraudsters is
distributed in the low interval (<25), while the duration of
normal users is in a higher interval (25-75). The average call
duration of all fraudsters and all normal users is 50.55 and
77.40 respectively, which further illustrates the difference
between the average call duration of different subjects. This
is consistent with the phenomenon in real-world that the
calls from fraudsters are mostly hung up by normal users at
the beginning stage.

Call types. We analyze whether fraudsters and normal
users have different calling habits. To do this, we define
two types of calls: 1) calls that only happen in a continuous
short time (3 days), 2) calls that exist in a long-term period.
As expected, Figure 3(c) demonstrates that fraudsters have
different calling habits compared with normal users. Most
fraudsters have the call habit of type 1. This is consistent
with our insights that fraudsters prefer to make multiple
calls in a short period. However, normal users are more
inclined to be categorized as the second call type because
normal users mostly keep in contact with someone who they
are familiar with for a long time. Note that a certain number
of normal users present some calls belonging to type 1. This
can be explained by the fact that some normal users, who
do not like social activities, will also be likely to make short-
time calls within 30 days.

3.3 Conclusion
We summarize the results of the data analysis. At the node
level, we conclude that fraudsters tend to have a large de-
gree but a small proportion of fraudster neighbors, meaning
that most fraudsters have a large number of neighbors but
several of which are fraudster neighbors. Besides, the corre-
lations of personal information between fraudsters and their
neighbors are irregular, where the distribution of fraudsters’
neighbors’ feature similarity rate is like a standard uniform
distribution. Meanwhile, normal users have smaller degrees
and they follow the social homophily phenomenon because
normal users mostly contact normal users with similar per-
sonal information. At the edge level, we find that the calling
behaviors of fraudsters are different from that of normal
users in several aspects, that is, fraudsters make calls less
frequently and with a shorter duration and a short-term
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period compared with normal users. These are important
characteristics to identify fraudsters.

4 OUR APPROACH

In this section, we integrate the insights gained from em-
pirical observations (Sec. 3) into our proposed model, graph
neural networks for telecom fraud detection (GTF).

Overview. Motivated by Sec. 3, we adaptively encode the
distinguishable features from both node and edge informa-
tion into the node embedding by a dual attention module,
while adjusting the aggregation weights by a subgraph-level
human-in-the-loop framework to make the fraud detection
process interpretable.

More specifically, the empirical observations demon-
strate that both user information (node features) and call
information (edge features) contain the distinguishable yet
implicit features that are useful to identify the fraudsters.
In order to integrate the dual-source information so as to
encode the abnormal patterns of fraudsters, we propose
a dual attention module to generate a basic prediction
by adaptively aggregating the representation of a target
node’s neighbors and connected edges. For this purpose,
the module utilizes a locality-aware node aggregation and a
mask attention edge aggregation to encode the node and edge
information respectively, and fuse them together to produce
the prediction. At a certain interval of model training, we
sample some ego-networks with high uncertainties from the
prediction of the dual attention module as a target requiring
manual guidance. For a sampled ego-network, each node
(and edge) connected to the center node is marked with
a binary symbol to indicate if the node (edge) is assigned
by a high aggregation weight. Domain experts are then
invited to review these ego-networks, and conveniently
adjust the aggregation patterns by flipping the binary sym-
bols. Annotations provided by experts will be fed into the
model, which continues to optimize the aggregation weights
accordingly. After that, the prediction process is expected to
be more interpretable and close to human intuition as the
aggregation pattern is partially supervised by domain ex-
perts. We illustrate the pipeline of the proposed framework
in Fig. 1.

4.1 Dual Attention Module

Node aggregation. From the observation results in Sec. 3.1,
we find that a fraudster only has a small proportion of the
neighbors who are also fraudsters, i.e., his partners. After
the aggregation process of GNNs [4], a fraudster’s personal
information could be over-smoothed and thus be similar to
that of normal users, leading to poor performance. Although
the attention-based models such as [5], [6] can aggregate
neighbors with adaptive weights, the weights are assigned
according to the global pattern of every neighborhood.
Besides, as observed in Sec. 3.1, the personal information of
the fraudsters may be similar to that of normal users. These
disguised fraudsters make the global attention mechanism
more difficult to assign suitable attention coefficients to
neighbors. Thus, how to design a node aggregation method
with the ability to selectively aggregate the distinguishable

features for each user (including fraudster and normal user)
is the key for us.

To address this challenge, we design a locality-aware
node aggregation to adaptively aggregate each specific neigh-
borhood so as to encode the local context into the node
embedding. To adaptively aggregate different neighbors for
each node, we generate a unique weight vector specifically
for each ego-network, where we encode local context into
the weight vector as follows:

a
(l)
i = MLP (

1

|N (i)|
∑

j∈N (i)
h
(l−1)
j ) (1)

where h
(l−1)
j is the node embedding of node vj in layer

l − 1, N (i) is the neighbors of node vi including itself,
MLP (·) is the multiple layer perception, and a

(l)
i is the

weight vector of node vi in layer l. With respect to the
different local contexts of nodes, we can obtain the exclusive
weight vectors. Moreover, we use different weight vectors to
calculate the attention coefficients as follows:

α
(l)
i,j = LeakyReLU(a

(l)T

i [ω(l)h
(l−1)
i ||ω(l)h

(l−1)
j ]) (2)

where a
(l)
i is the weight vector of node vi in layer l which

we obtain from Eq. (1), ω(l) is the l-layer weight parameter
matrix, hl−1

i and hl−1
j are node embedding in layer l − 1,

LeakyReLU(·) denotes activation function, and α
(l)
i,j is the

attention coefficient between node vi and vj . To get the ag-
gregation weight, we use the softmax function to normalize
the attention coefficient as follows:

α
(l)
i,j =

exp(α
(l)
i,j)∑

k∈N (i)∪i exp(α
(l)
i,k)

(3)

Then, we aggregate node information of neighbors with
the aforementioned aggregation weights as follows:

h
(l)
i =

∑
j∈N (i)

α
(l)
i,jω

(l)h
(l−1)
j (4)

Since the target node may be dissimilar to its neighbor-
hood, we combine node embedding and aggregation result
of neighbors by concatenation to avoid the over-smoothing
problem as follows:

h
(l)
i = concat(h

(l−1)
i , h

(l)
i ) (5)

Edge aggregation. On the other hand, according to the
previous edge level analysis in Sec. 3.2, the fraudsters could
also disguise themselves by imitating the calling behaviors
of the normal users. If these similar behaviors are taken into
account, the differences between them will be blurred. In
our task, it is essential to find the most representative calling
behaviors of each user to detect its identity effectively.

To catch this representative information in the call behav-
iors, we design a mask attention edge aggregation. Generally,
we first calculate the attention weights of different calling
behaviors for each user. We then select several represen-
tative calling behaviors with high coefficients to encode
the call information into edge embedding. Thus, some calls
made by fraudsters to disguise their calling behaviors as the
normal ones can be masked (discarded) and our model can
avoid aggregating the misleading features brought by these
disguised fraudsters to extract the distinguishable features.
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More specifically, to get an initialized edge embedding,
we first pretrain the call logs along edges as time series
sequences by a CPC model [7] before aggregating edge
information. To avoid the influence of the disguised calling
behaviors on feature aggregation, we first need to identify
the disguised calling behaviors. We propose that disguised
abnormal calling behaviors can be detected by referring to
the overall calling patterns in the ego-network of each user.
Specifically, we get the embedding s̃i of the overall calling
pattern by aggregating the user’s edge features to capture
the interaction information in calling behaviors as follows:

s̃i =
1

|E(i)|
∑

j∈E(i)
sj (6)

where sj is the edge embedding of edge ej , and E(i) is the
set of neighbors of the node vi. Based on node features and
the embedding of the overall calling pattern, we calculate
the important coefficients of the edge embedding as follows:

α̃i,j = LeakyReLU(aT [ωnxi||ωes̃i||ωesj ]) (7)

where a is a shared learnable attention weight vector, ωn

is the weight parameter matrix of node features and ωe is
the weight parameter matrix of edge embedding. A repre-
sentative edge embedding sj of an edge connecting with
the node vi gets a high important coefficient α̃i,j . The lower
the important coefficient, the more likely this edge is to be a
disguised calling behavior. Therefore, we rank the important
coefficient α̃i,j of each node in descending order as ri. We
select the first k edges with ri for each node vi, that is, we
get a set Ω(i) = {jk : α̃i,jk ∈ Topk(ri)} for each node. The
other edges are masked due to the likelihood of being cam-
ouflaged. Moreover, we normalize the selected important
coefficients of each node as the attention mechanism:

αi,j =
exp(α̃i,j)∑

k∈Ω(i) exp(α̃i,k)
(8)

Finally, we aggregate selected edge embedding accord-
ing to the attention score αi,j as follows:

zi =
∑

j∈Ω(i)
αi,jωeej (9)

Putting it all together. Given our telecommunication net-
work G = (V,E,X, S) as input, we obtain user node level
embedding HL and user edge level embedding Z after
passing a L-layer locality-aware node aggregation and mask
attention edge aggregation respectively. To make full use
of two aspects of information, we concatenate these two
embedding for final prediction as follows:

oi = concat(hL
i , zi) (10)

where oi is the final embedding of user vi. To identify fraud-
sters, we feed the embedding to a linear transformation
layer and a softmax layer for classification as follows:

ŷi = softmax(ωfoi + bf ) (11)

where ŷi is the predicted value of user vi which indicates the
probability of the user being a fraudster. We finally define
our loss function as the cross-entropy loss with regulariza-
tion:

L(θ) = −
∑

i∈D
(yilog(ŷi) + (1− yi)log(1− ŷi)) + λ1 ∥θ∥22

(12)
where yi is the label of vi, θ is the learnable parameter set
of our model, λ1 is the regularizer parameter, and D is the
training set.

4.2 Subgraph-level Human-in-the-loop
Telecom fraud is a criminal activity that requires evidence
for a conviction. Thus, the fraud detection task requires
the interpretability of the prediction results. In order to
present the detection process, one natural way is to show
the subgraph aggregation decision of each node. Namely,
the higher the aggregation weights, the more likely it is
to choose the node or edge for aggregation and provide
useful information. Thus, the aggregation weights of each
subgraph are the key indicator for the interpretability of our
model. However, although GNNs are able to achieve good
performance with a large amount of data, the aggregation
weights of each ego-network trained by GNNs may be
confusing. In other words, plenty of combinations of all
aggregation weights can lead to satisfactory performance,
but few of them can be close to human intuition. To solve
the above problem, we introduce a subgraph-level human-in-
the-loop framework in the training process of our model.

Unlike most human-in-the-loop (hitl) methods, we feed
the aggregation pattern of ego-network of the user predicted
by the dual attention module to domain experts. To facilitate
the domain knowledge of human experts, we discrete the
aggregation weights so that experts only get information
about whether or not to aggregate the specific node or
edge. In this way, experts can guide the aggregation strategy
of predicting the user identity of our module according
to domain knowledge. After training, our module is able
to leverage a more interpretable strategy to aggregate the
subgraphs and predict. We next introduce the details.

During the training process, we sample some nodes
(users) from the training set for annotation. The probability
of a node being sampled is proportional to its information
entropy in the prediction of the dual attention module,
i.e., users with more uncertain identities in the model are
favored. After sampling, we feed back the ego-networks
of these fraudsters to several human annotators. For an
ego-network, each node (and edge) connected to the center
node is marked with a binary symbol to indicate if the
aggregation weight of the node (edge) is higher than a
predefined threshold. Annotators are then asked to flip some
of the binary symbols that they think are incorrect. For
instance, an edge indicates abnormal calls from a neighbor
who is labeled as fraud tend to be informative. If the edge
is marked as “unuseful” by the model, the annotator can
provide her suggestion by simply flipping the edge’s mark.

The ego-networks with adjusted marks are then sent
back to our model for improving their interpretability. To
make the aggregation pattern closer to human intuitions, we
define a loss function by calculating the similarities between
these marks Msample and the aggregation weights Psample

obtained by the model as follows:

Lhuman = 1− 1

|Vsample|
∑

i∈|Vsample|

MiPi

||Mi||||Pi||
(13)
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where Mi is the marks of the ego-network of the i-th
sampled user, and Pi is the aggregation weights of the ego-
network of the i-th sampled user. Combing with the dual
attention module, the loss function for the entire training
process is as follows:

L = L(θ) + λ2Lhuman (14)

where λ2 is a hyperparameter.

5 EXPERIMENTS

In this section, we conduct experiments on a real-world
telecom dataset (introduced in Sec. 2) and aim to answer
the following questions:
• Q1: Does the proposed GTF model perform effectively?
• Q2: How does each component of the dual attention

module contribute to the detection task?
• Q3: Is the detecting process of GTF interpretable?

5.1 Experimental Setup

To meet the demand for practical scenarios, we sample 60%
of normal users and fraudsters for training respectively, and
we test different methods on the remaining users. We also
regard 1/3 of users from the training set as a validation set,
to avoid overfitting. The ratio of fraudsters to normal users
is the same in both the training set, validation set, and test
set. For evaluation, we use the following metrics: Precision,
Recall, and F1 score, which are commonly used in an imbal-
anced classification task. Considering the unbalanced nature
of our labels, we pay more attention to the F1 score.

Baselines. To comprehensively validate the effectiveness
of GTF, we compared it with several different types of
baselines.
• Traditional method. The first type of baseline is the tradi-

tional classifiers. We select MLP and XGBoost [8], where
MLPN and XGBoostN take personal information as input
to identify fraudsters, and MLPE and XGBoostE evenly
aggregate call information for each user as input.

• Basic GNNs. The second type of baseline is the basic
graph neural network, which aggregates the personal
information of neighbors evenly. We select three classic
models among them: GCN [4], SGC [9], and GIN [10].

• Attention-based GNNs. The third type of baseline is the
attention-based graph neural network, which calculates
attention coefficients to aggregate with weights. We se-
lect three representative methods, including GAT [5],
GATv2 [11], and AGNN [6].

• GNNs with heterogeneous. The fourth type of baseline is
the graph neural network with heterophily graphs, and
we select GraphSage [12], FAGCN [13], and H2GCN [14].
These methods try to alleviate the smoothing of node
features by neighbors with different labels.

• Edge-featured GNNs. The fifth type of baseline is the
graph neural network using edge features. We select
GAT with edge features6. There still remain some other
edge-featured methods, i.e. EGNN [15] and CensNet [16],

6. see https://pytorch-geometric.readthedocs.io/en/latest/index.
html for details.

Method Precision Recall F1 Method Precision Recall F1
MLPN 66.68 71.02 68.78 XGBoostN 80.54 59.72 68.59
MLPE 43.16 38.24 40.55 XGBoostE 73.39 23.57 35.68
GCN 60.68 61.62 61.15 SGC 59.40 58.57 58.98
GIN 57.58 61.64 59.43 GAT 66.30 62.68 64.44

GATv2 67.69 64.33 65.97 AGNN 62.50 62.87 62.69
GraphSage 68.12 67.08 67.60 FAGCN 70.50 65.97 68.16

H2GCN 69.97 67.97 68.96 GAT-E 60.80 63.79 61.12
FFD 67.86 53.07 59.56
GTF 68.95 71.66 70.28

TABLE 2: Performance (%) of identifying fraudsters. The
bold indicates the best performance of all methods.

which are conducted on small datasets. Under our large-
scale network, the parameters of these methods are too
large for our experimental environment, so we do not
choose these methods as baselines.

• Telecom fraud detection. We further compare the existing
telecom fraud detection method FFD [17] with our model.

Implementation details. We set hyperparameters in GTF:
(1) in the human-in-the-loop framework, we sample 100
fraudsters in the training set for every 20 epochs; (2)for
the dual attention module, we adopt 2-layer locality-aware
node aggregation and 1-layer mask attention edge aggrega-
tion with K being set as 10. we implement all deep learning
methods with PyTorch [18] and all GNN methods with
PyTorch-Geometric [19]. For XGBoost, we implement it with
scikit-learn [20]. For FFD, we use resource code in [17].
Besides, we use the Adam optimizer [21] with a learning
rate of 0.001, and the regularizer parameter is 0.0001. The
batch size is set as 1024, and the hyperparameter of human
loss λ2 is 0.1. We optimize hyperparameters of all methods
on the validation set. All experiments are carried out under
Ubuntu 18.04.6 operating system, equipped with an Intel
Xeon Gold 6240 CPU and a single Nvidia GTX 2080Ti GPU.

5.2 Performance Comparison

We first compare the experimental results of GTF with that
of other baselines to answer Q1. As shown in Tab. 2, our
model, GTF, achieves better performance than all baseline
methods and improves the F1 score to 1.32. Simple classi-
fication methods for personal information, including MLP
and XGBoost, perform normally, which demonstrates that
the personal information we extracted through observation
is very effective in distinguishing fraudsters and normal
users. Besides, although the performance of user average
call information is worse than that of personal informa-
tion, using call information to distinguish fraudsters can
reach an F1 of about 40 in an unbalanced dataset, where
fraudsters only take up a small proportion of total users.
It indicates that call information is a significant character-
istic to detect fraudsters. The basic GNNs, including GCN,
SGC, and GIN, perform poorly. As stated above, the reason
is that neighbors of fraudsters are mostly normal users
and mean aggregation will over-smooth fraudsters’ per-
sonal information. Attention-based GNNs, including GAT,
GATv2, and AGNN, get better performance (an average
+4.51 improvement of F1) by attention mechanism, which
could selectively aggregate effective neighbor information.
However, the performance is still 5.91 lower than the results
achieved by our model on average in terms of F1. The
reason is that the global attention, as we stated above,
can not adaptively aggregate fraudster neighbors for each



JOURNAL OF IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. *, NO. *, ** 8

Precision Recall F1
40

50

60

70

80
GTF
GTF-Node
GTF-Edge

Fig. 4: Results of ablation study. (-) means part module with
hilt. For example, GTF-Node means Locality-aware node
aggregation module training with hilt framework.

fraudster because there is a mutual disguise between fraud-
sters. GraphSage, FAGCN, and H2GCN consider process-
ing neighbor messages instead of conducting direct aggre-
gation, which alleviates over-smoothing of node features
by neighbors. These methods achieve greater performance
than basic GNNs. Among them, H2GCN, a method that
concatenates multi-layer aggregating information instead of
conducting direct aggregation, obtains the highest F1 score
among all baselines. However, H2GCN does not consider
the different importance of neighbors in the same hop. As
Fig. 4 shows, our submodule GTF-Node, a locality-aware
node aggregation method that aggregates neighbors with
the same identity, also outperforms H2GCN. Edge-featured
GNNs leverage edge features during aggregation. GAT with
edge feature uses edge features when calculating attention
coefficients. The performance of it is worse than that of the
normal GAT (-3.32 of F1). This demonstrates that randomly
putting personal information and call information together
to calculate aggregation weights can even lead to learning
the wrong weights. As a traditional method for telecom-
munication fraud detection, FFD is inferior to GNNs as it
manually extracts features of the graph structure.

5.3 Model Effectiveness

Ablation study. We evaluate the performance of each
module in the dual attention module to answer Q2. As
Fig. 4 shows, GTF-Node (locality-aware node aggregation)
has some performance degradation compared to GTF, which
proves that edge features have a significant improvement
on the model performance. Besides, GTF-node gets the
best performance compared with all other GNN baselines.
GTF-Edge (mask attention edge aggregation) has the best
performance compared with all other baselines that only
use edge features in Tab. 2. Therefore our node and edge
aggregation methods are able to aggregate more effective
information.

Locality-aware node aggregation. To demonstrate that the
improvement comes from our locality-aware node aggre-
gation method, we follow the experiment in [22] to ana-
lyze the learning ability of label-agreement in four meth-
ods (GTF-Node, GATv2, GAT, and AGNN) for fraudsters
in the test set, where the ideal attention should give all
weights to fraudster neighbors. In [22], they take label
agreement vectors as ground truth and use Kullback-Leibler
divergence to measure the similarity between aggregation
weights and label agreement vectors. As Figure 5 shows,

GTF-Node GATv2 GAT AGNN Uniform

40

50

60

70

80

90

KL
D

Fig. 5: Distribution of KL divergence.

the KLD distribution of GTF-Node is lower than that of all
other methods, and UNIFORM stands for mean aggregation
like GCN. It illustrates that GTF-Node has a better learning
ability for label agreement. Besides, KLD distributions of
global attention methods are similar to that of UNIFORM. It
shows that when fraudsters disguise features mutually, the
methods of calculating aggregation weights globally do not
effectively assign high weights to connected fraudsters.

Mask-attention edge aggregation. GTF-Edge selects edges
to aggregate representative call information to distinguish
fraudsters. To validate the effectiveness of the selecting
mechanism on GTF-Edge, we test performance with differ-
ent K values. As Fig. 6 shows, low values and high values
of K result in poor performance, but GTF-Edge with K close
to 10 (average degree of fraudsters) has good performance.
This is because the information is not fully captured when
K is small. When K is large, invalid information observed in
Sec. 3.2 is aggregated and representative information is over
smoothed, which proves that our GTF-Edge can effectively
capture representative information.
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Fig. 6: Performance of GTF-Edge with different K values.

Hyperparameter analysis of hilt. In order to demonstrate
the importance of the subgraph-level hilt framework, we
conduct experiments with different values of the parameter
of hilt loss λ2. As fig. 7 shown, the hilt framework indeed
improves the performance of the model (+0.34 of F1). As
λ2 gradually increases, the F1 of GTF keeps increasing and
attains the maximum value when λ2 takes 0.1. When the
value of λ is greater than 0.2, the performance of GTF
decreases instead, which may be caused by the fact that the
value of hilt loss becomes larger and affects the optimizer to
optimize the cross-entropy loss L(θ).

5.4 Simulation Experiment
To further demonstrate the effectiveness of the human-in-
the-loop (hitl) framework, we conduct simulation experi-
ments on the synthetic dataset.
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Fig. 7: Performance of GTF with different values of λ2.

The synthetic dataset is a graph generated according to
certain rules. We randomly generate a graph that consists
of 2277 nodes and 31371 edges, of which 1756 nodes are
positive and 521 nodes are negative. For node features, we
generate two different kinds of feature distribution based on
node labels. For edge features, we also generate two differ-
ent distributions, and for each positive node, we randomly
assign positive features to more than half of its neighbor
edges and negative features to the rest of the neighbor
edges, which is the same for each negative sample. In this
way, we have prior knowledge that parts of the node’s ego-
graph should be aggregated when GNN aggregates this
node. So our domain experts in the hitl framework can
conduct the following operations with this prior knowledge
and the accuracy is 100%.

To effectively verify whether hitl can help our dual
attention module learn aggregation weights, we delete the
feature linear transformation parameters and only retain
the parameters that are used for calculating weights in
the model, and we assign 2-dimensional one-hot encoding
based on positive and negative features. Also, to prevent
the model from being fitted before the aggregation weights
are learned completely, we delete some parts: the concat
operation in the GTF-Node and node features used in the
calculation of aggregation weights in GTF-Edge.

To better reflect the effect of hitl, we add different error
rates to the marked ego-network. As Fig. 8 shows, the
addition of hitl to all three models improves the ability to
learn the ideal aggregation weights. Meanwhile, when the
error rate is small, adding hitl still achieves an improvement
in performance. As the error rate increases, the introduction
of error information leads to a dramatic decrease in model
performance.
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Fig. 8: Performance of the proposed model on the synthetic
dataset by varying different error rates of the simulated
domain expert.

5.5 Interpretability

User study. In order to validate the improvement of
interpretability of the prediction process after introducing
sub-graph level human-in-the-loop (hitl), we conduct a user
study. To this end, we invite some domain experts to score
the aggregation patterns derived from the models with and
without hitl, respectively. For every aggregation pattern,
experts give a score ranging from 0 to 4 based on empirical
knowledge. A higher score means that the aggregation
pattern meets the expectation of the expert. We randomly
sample 1000 users from the test set for expert evaluation.
The specific statistics are shown in Tab. 3. It can be seen
that our module with the hitl framework gets a higher
score than that without the hitl, especially the proportion of
scores greater than 2 exceeds 75%. This illustrates that the
aggregation patterns obtained by the model trained with the
hitl framework are more interpretable.

Model 0 1 2 3 4
W hitl 0.10 2.70 20.50 39.20 37.50

W/O hitl 1.50 9.70 35.30 33.40 20.10

TABLE 3: Distribution of scores in user study marked by
human annotators.

Case study. To further illustrate the interpretable prediction
process of our dual attention module, we present a specific
case of a fraudster identified correctly by our model. In
Fig. 9, We draw the ego-network of this fraudster. Based on
the aggregation weights output by the two models, we mark
neighbor nodes (red) and edges (blue). As Fig. 9 shows,

(a) GTF (b) GTF-hitl

Fig. 9: Ego-graph marked by aggregation weights.

the marked nodes and edges are quite different between
Fig. 9(a) and Fig. 9(b). For neighbor nodes, the marked
nodes in Fig. 9(a) contain almost fraudster neighbors and
only have one normal user, while the number of the marked
nodes in Fig. 9(b) is more than that of the marked nodes
in Fig. 9(a) and their labels are a mess. It obviously il-
lustrates that the node aggregation pattern that is output
by the model with hitl is more consistent with human
understanding. For neighbor edges, the marked edges also
have a difference between Fig. 9(a) and Fig. 9(b). We find
that the marked edges in Fig. 9(a) are calls that match
the abnormal characteristics which are that fraudsters make
calls less frequently and with a shorter duration compared
with normal users. For example, the model with hitl selects
the edge connected to node 16, while the model without
hitl does not select this. By observing the call logs, we find
that there is only one short call between node 0 and node



JOURNAL OF IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. *, NO. *, ** 10

16 in a month. Therefore, our introduction of hitl makes the
prediction process of our model interpretable.

6 RELATED WORK

Graph Neural Networks. The general paradigm of GNNs
is node feature transformation and aggregation of features
of neighbor nodes alternately. As pioneering works, [4], [23]
generate neighbor embedding by mean aggregation. [5], [6],
[11], [22] introduce an attention mechanism into GNN that
aggregates the most relevant neighbors. In addition to these
attention methods that consider aggregate weights, some
other methods improve GNNs by the way of introducing
edge features. [15], [16] utilize edge features in neighbor
aggregation to obtain more effective node embeddings.
However, these methods are inefficient. [15] regards edge
features as multi-dimensional weights. The dimension of
final node embedding becomes huge when the dimension
of the edge features is large. [16] uses a line graph to convert
edges to nodes and alternately aggregates node features
and edge features. With the high time complexity, these
methods cannot handle large-scale graphs. We propose a
dual attention mechanism to aggregate nodes and edges
simultaneously and efficiently even on large-scale graphs.

Fraud detection on graphs. Fraud detection on graphs
has attracted considerable research efforts recently [24], [25],
[26], [27], [28], [29], [30], [31]. For example, [32] proposes a
GNN-based imbalanced learning approach to solve heavily
skewed label distribution problem in fraud detection. [33]
uses a semi-supervised GNN model with a hierarchical
attention mechanism for explainable fraud prediction in
financial fraud detection. However, there are few works that
focus on telecom fraud scenarios. Instead, [17] proposes a
traditional factor graph model to distinguish frauds in the
telecommunication network. Therefore, using GNN to solve
telecom fraud detection is a promising exploration.

Human-in-the-loop. With the increasing recognition of
human-centered AI as a new paradigm for AI, human-in-
the-loop (hitl) has emerged to enable collaborative human-
machine-driven decision making [34], [35], [36]. With the
involvement of humans, deep learning models are more
likely to meet human expectations in specific tasks. Thus,
the model can have excellent performance while allowing
the inference process to be interpretable. Previous work has
studied hitl learning in related recommendation [36], [37],
image [38], and medicine [39]. In fact, there are few works
that combine hitl and GNNS. As we know, the prediction
process of GNN is difficult to explain. But hitl can provide
interpretability. It is a necessary research topic to make the
prediction process interpretable by adding hilt to GNN.

7 CONCLUSION

In this paper, we study the problem of telecom fraud de-
tection and analyze the difference between fraudsters and
normal users from the node level (personal information)
and the edge level (call information). We propose a novel
graph neural network model, GTF, to identify telecom
frauds. Specifically, the model consists of a dual attention
module to fuse both node-level information and edge-level

information, and a subgraph-level human-in-the-loop based
learning framework to improve the model’s interpretabil-
ity. When evaluated on real-world datasets, the proposed
method not only achieves significantly better results than
other baselines but also generates an interpretable process.
In the future, we intend to apply our model GTF to cross-
network. Cross-network is a telecommunication network
that contains different telecom operators’ numbers and calls
between them, which is more in line with the telecommuni-
cation network in the real world. In this way, our model GTF
can be generalized to cross-network fraud and fully applied
to the real world.
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